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Region selection is a fundamental task in interactive systems. In 2D user interfaces, users typically use a

rectangle selection tool to formulate a region using a mouse or touchpad. Region selection in 3D spaces,

especially in Augmented Reality (AR) Head-Mounted Displays (HMDs) is different and challenging because

users need to select an intended region via freehand mid-air gestures or eye-based actions that are touchless

interactions. In this work, we aim to fill in the gap in the design of region selection techniques in AR HMDs.

We first analyzed and discretized the interaction procedure of region selection and explored design possibilities

for each step. We then developed four techniques for region selection in AR HMDs, which leveraged users’

hand and gaze for unimodal or multimodal interaction. The techniques were evaluated via a user study with a

controlled region selection task. The findings led to three design recommendations and two proof-of-concept

application examples.
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1 INTRODUCTION
With recent advancements, Augmented Reality (AR) Head Mounted Displays (HMDs) have become

powerful and portable tools. They project virtual objects on see-through displays, allowing users to

see both the virtual objects and the physical environment around them simultaneously. Current AR

HMDs support a rich set of input modalities. Before eye trackers are standard features, freehand
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mid-air gestures are the primary means of interaction. With eye-tracking capabilities, gaze-based

interaction is gaining increasing attention as eye gaze has been considered as a fast, natural, and

unobtrusive interaction modality [17]. It could be a complement modality when the user’s hands

are not available for a task. Both mid-air and gaze-based interaction are becoming common. Some

recent work has explored their use separately or together for multimodal interaction in a wide

range of scenarios, such as target selection [21, 39, 58] and manipulation [26, 63], text entry [29, 33],

collaborative work [18], and games [55].

Two-dimensional (2D) region selection is a fundamental interaction task in interactive systems.

Unlike a typical target selection task, region selection involves a longer and more complex inter-

action procedure for determining the region of interest. In contrast to selecting a single object,

selecting a region often requires users to visualize in their minds aspects that are not visible and

update the image continuously as the process progresses. As physical and virtual contexts co-exist,

2D region selection in AR HMDs opens more potential use cases, such as retrieving virtual and/or

physical objects located at a particular region or area [42], or setting 2D windows for presenting

the virtual information in a physical workspace [7, 22].

Region selection is typically made via a rectangle selection tool on desktop computers [59]. Users

press and hold the mouse button to draw a rectangular region. Some domain-specific software also

provides selection tools using other shapes or the lasso tool for free-form selection.
1
Other common

2D input interfaces, such as touchpads or touchscreen, also use a similar rectangle selection strategy

that provides tactile feedback (e.g., [4, 61, 65]). The haptic feedback from these tools and the support

provided to users’ hands allow region selection to be precise and relatively easy to do. On the

other hand, for AR HMDs, a 2D region selection task can be challenging because the interaction

is typically touchless, such as via mid-air gestures or gaze-based interaction. Furthermore, the

relatively small Field-of-View (FoV) in current AR HMDs can also make the task challenging,

especially when the intended region is larger than the FoV—that is, the ending point lies outside

of the users’ view. This issue can prevent users from having an efficient and well-formed plan

that they could get if they can have the whole view of the intended region. To the best of our

knowledge, limited research has investigated interaction techniques for region selection in AR

HMDs, especially involving regions larger than the HMDs’ FoV.

This research aims to fill this gap in the exploration of region selection techniques in AR HMDs.

To this end and as the first step in this exploration, we investigated three potential interaction

metaphors: (1)mid-air hand-based interaction, a common and device-free metaphor for cur-

rent AR HMDs; (2) gaze-based interaction, given its fast, unobtrusive, and hands-free input;

and (3)multimodal interaction combining the first two unimodal metaphors, which may

potentially mitigate common problems in hand-only or eye-only interactions (e.g., arm fatigue or

impressive/unstable interaction). We first identified and discretized the region selection process and

formulated a set of design considerations based on each step. This led to the design of four potential

region selection techniques (Gaze-Finger, Gaze-Pinch, Pinch-Only, and Eye-Only, as shown in

Figure 1), which were developed in the HoloLens 2 and evaluated via a user study. Gaze-Finger and

Gaze-Pinch were multimodal techniques, while Pinch-Only and Eye-Only were unimodal. In the

study, we measured the performance of these four techniques via a controlled region selection task

and collected participants’ feedback from different aspects, including perceived workload, usability,

fatigue, social acceptability, and preference.

1
Existing examples of different selection tools can be seen from GIMP (an image editor, https://docs.gimp.org/2.10/en/gimp-

tools-selection.html) and Adobe Photoshop (a graphic editor, https://helpx.adobe.com/photoshop/how-to/selection-tools-

basics.html). Accessed: 15th-Apr-2023.
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Fig. 1. 2D rectangular region selection in AR HMDs using four proposed techniques. (a) Gaze-Finger: dwell
at the fingertip for 0.8s to start the region selection, remain the finger’s depth distance and use eye gaze
movement to form the region, and take the finger off to end the process. (b) Gaze-Pinch: perform a pinch
gesture to start, hold the gesture, and use eye gaze movement to formulate the region, and un-pinch to end
the process. (c) Pinch-Only: perform a pinch gesture to begin, hold it and select the region, and release
the pinch gesture to end the process. (d) Eye-Only: use eye blink (0.2s) to indicate the start, use the gaze
movement to determine the region, and perform another eye blink to end the process.

Our findings show that the two unimodal techniques (Gaze-Finger and Gaze-Pinch) outperformed

the multimodal techniques (Pinch-Only and Eye-Only) in efficiency, accuracy, and users’ subjective

feedback. They also help us frame three design recommendations and choices for using these

techniques in AR HMDs. Finally, we present two example applications based on the findings of the

study. In short, the contributions of this work are:

• An evaluation of region selection strategies and interaction processes, and design consider-

ations for developing gaze- and hand-based, or their combination for efficient and usable

region selection techniques in AR HMDs.

• Design of four potential techniques for 2D region selection in AR HMDs.

• An evaluation of the four proposed techniques, leading to three recommendations for the

choice and design of region selection for AR HMDs.

2 RELATEDWORK
2.1 Region Selection in HMDs
Some target selection studies for Virtual Reality (VR) systems involve region selection as the

first step of a multi-step task. Lucas [31] proposed a selection box and lasso tool to define three-

dimensional (3D) volumes for selecting multiple objects in parallel in VR. Both techniques require

users to define the intended region with a shape or volume constraint, which is similar to desktop

selection tools [59]. We describe this strategy as Draw a New Region. Besides, the progressive

refinement approach [20] for selecting targets in dense environments [49, 64] or distant targets

[36] usually includes region selection as the first step to rearrange the objects in the region to then

allow selecting the intended target with more ease and precision. This approach replaces the basic

ray emitted from the controller with a cone or a spotlight [10, 11, 20, 25, 36, 49, 52, 64]. We describe

this strategy as Adjust a Predefined Region. Instead of making a new region, users have a predefined
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region (i.e., the cone) at hand. They need to adjust its size and place it in the intended position to

cover the intended area.

Limited research has focused on region selection for AR HMDs. SenseShapes [40] is an early work

to support object selection in AR HMDs via attached volumetric primitives, which used the Adjust
a Predefined Region strategy. Wang et al. [57] implemented a lasso tool for spatial data selection

in AR HMDs. However, as an extension tool of a PC setup, their users used mouse and keyboard

input, which is neither common nor practical for AR HMDs. Lee et al. [23] proposed TunnelSlice for
selecting 3D cuboid regions to support distant or occluded object acquisition in AR HMDs, which

was based on the Draw a New Region strategy.

2.2 Gaze Interaction in HMDs
As stated by Tanriverdi and Jacob [54], the benefits of eye-based interactions in virtual environments

include: (1) it requires less physical effort but increases interactivity, (2) it leverages users’ natural

eye behavior and pre-existing abilities, (3) it can be beneficial for interacting with distant objects,

and (4) a pair of eye trackers only adds a little extra weight to the HMD. Many comparative

studies have reported that eye-based interaction is faster than other input modalities, such as

hand/controller input or head input, especially for pointing selection tasks [2, 21, 32, 38, 43, 54].

Given these benefits, researchers have applied gaze interaction to various scenarios in HMDs and

utilized it in ways that benefit the task at hand [21, 29, 34, 37]. Eye gaze movement, as a continuous

input signal, has been used to control operations [26], to draw a continuous path for determining

candidate words in text entry [9], or to move the eye cursor for user authentication tasks [19]. On

the other hand, the tasks that require discrete input, such as object selection [21, 39, 58], character

selection for text entry [29, 30], and menu activation [34], used explicit eye fixations (i.e., dwelling

on a point for a predefined period) or eye blinks instead.

Gaze interactions also suffer from several issues. One of the most prominent problems is theMidas
Touch problem, which refers to the conflicting behaviors between the user’s intentional actions and

unintentional initiation of interaction [16]. One intuitive solution is to make the action deliberate.

For example, the eye blink action for selection is designed to be different from spontaneous, natural

blinking with specific requirements, such as multiple consecutive blinks [28] or longer eye-closed

time intervals [30]. A dwell-based approach is commonly regarded as a solution to prevent the

Midas Touch problem. However, a short dwell interval is still prone to the problem, while a long

dwell time can induce eye fatigue and make the interaction inefficient [14, 15]. To better address

this issue, more recent studies have combined gaze interaction with other modalities (e.g., [34, 63]),

which we discuss more in the next section. Another problem of gaze interaction in HMDs is a

lack of tracking precision and selection accuracy [13]. We envision the tracking technologies will

progressively improve in the near future and more fine-tuning solutions will be available to improve

stability and accuracy [8, 50] but until then we need to take into account the imprecise nature of

gaze interaction.

2.3 Multimodal Interaction Combining Eye and Hand Input
Eye-hand coordination is a fundamental and natural motor control mechanism for interacting with

the physical world. Eye-hand combination has been used for multimodal interactions because such

a combination provides a richer and more efficient user experience. One domain application is

gaze-supported selection. This combination has been implemented from mouse-based interaction

for desktop systems [66] to mid-air gesture-based interaction for VR [35, 46, 47, 62] and AR systems

[27, 33, 34]. Notably, Lystbaek et al. [34] introduced the Gaze-Hand Alignment principle, in which a

selection event is triggered when the gaze and hand cursors are aligned. This concept is generally

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. ETRA, Article 160. Publication date: May 2023.



Exploring Gaze-assisted and Hand-based Region Selection in Augmented Reality 160:5

affordable for AR HMDs and has been evaluated to be robust in menu selection [34] and character-

based text entry tasks [33].

Researchers have also integrated gaze input into hand-basedmanipulation, following the principle

of “gaze select, hands manipulate”. This principle leverages the fast input from gaze movement for

object indication and accurate input from hand gestures for object manipulation [5, 41, 51]. On the

other hand, some researchers applied another strategy that uses hand input as trigger commands

and eye gaze movement to control translations or positioning. In GazeButton [45], users tap and

hold the button on the multitouch tablet device to activate the functions in text applications and

use eye gaze to control the text cursor for highlighting or typing text. Turner et al. [56] developed

Gaze+RST that utilized gaze and hand for concurrent manipulation tasks in multitouch displays. In

Gaze+RST, the use of gaze is not limited to indicating and selecting the target object but also to

controlling or assisting its translational movements. Similarly, Yu et al. [63] involved gaze input in

the object manipulation process in VR HMDs.

3 DESIGN OF REGION SELECTION TECHNIQUES IN AR HMDS
In this section, we first analyze and discretize the interaction process of a 2D region selection task

in AR HMDs and highlight the considerations in each step for designing possible solutions. Based

on this, we propose four potential techniques for region selection in AR HMDs, including two

multimodal techniques (Gaze-Finger and Gaze-Pinch), a mid-air hand-based technique (Pinch-Only),

and a gaze-based technique (Eye-Only). Figure 1 demonstrates the interaction process and the

proposed techniques.

3.1 Interaction Process
We summarized two interaction strategies for a region selection task in HMDs from the literature

(see Section 2.1). Given that AR HMDs have a relatively restricted FoV, the intended region may

have a larger height and/or width than the HMD’s FoV. In this case, the Adjust a Predefined Region
strategy is less workable as users cannot observe the whole region, as some parts could be out of

sight, which makes the position and the size of the predefined region hard to determine. In contrast,

the Draw a New Region strategy does not have this issue. It starts from a point in the region and

because users are certain of its position, they can have it out of view to pursue the final part of the

region. Thus, we focus on the Draw a New Region strategy. We assume at least one corner of the

intended rectangular region is within the users’ FoV. If this is not the case, users can always and

easily navigate to find it. The rectangle selection in AR HMDs can be decomposed into three steps:

Start To select a 2D region, users first need to indicate a starting point, i.e., one of the four

corners of the rectangular region. Then they perform an explicit trigger command to confirm

the selection of the starting point. The trigger commands should be explicit and robust

actions supported by the input modalities. For example, when only one modality is used, a

time-based action (dwelling) may not be explicit, as they are not independent of the previous

tracking state and may lead to the Midas Touch problem [16]. It is particularly risky in a

region selection task because it does not involve a definite target object, and any points in

the vision can be regarded as the starting point. Direct visual feedback should be given when

the trigger command is executed to help users detect the transition between the states.

Form After selecting the starting point, users then need to draw the intended region. As we use

a rectangular shape constraint, users only need to navigate toward the diagonal direction from

the starting corner. During this process, the moving and starting points specify a rectangular

region on the plane. This Form step represents a continuous input state. The generated region

should be visualized in real-time to help users perceive the covered area. In addition, such a
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state should be kinesthetic [53] when a gestural input is involved. Users should be able to

hold the gesture so that they can get and remain aware of the forming state.

End Once the position and size of the region have been determined via the first two steps,

users need to confirm to complete the region selection via another trigger command. The

End step also requires discrete input, which shares the same considerations as the Start step.
One notable aspect is the depth distance where the above interaction process happens. We

considered a 2D region selection in AR HMDs for general use, where the intended region would be

invisible and conceived by users. To this end, there was no specific requirement on the depth of

the region during the selection process. We tried to make the selection process of a region close to

users within a suitable and comfortable depth for two reasons: (1) inherited from traditional 2D

user interfaces, a front region would give a sense of covering further information; (2) it would be

comfortable and efficient for users to interact at a depth within their arms’ reach if a hand-based

modality were involved. Such a front region would occlude users’ hands. Thus, when a hand-based

approach is used, we always render the hand mesh to ensure that users can notice the tracking

states and the positions of their hands.

3.2 Techniques
3.2.1 Gaze-Finger (GF). GF is a multimodal technique inspired by the Gaze-Hand Alignment
principle [34], as shown in Figure 1 (a). Users need to point to a corner of the intended region (the

starting point) using their dominant hand’s finger. They need to dwell on the fingertip for 0.8s to

indicate the starting point [34]. We visualize the fingertip with a sphere to make the alignment

easier. Then, they draw the intended region using their eye gaze movements. During this step, they

need to maintain the lifted finger in a similar depth of the region. We set a 3cm depth range (1.5cm

forward, and 1.5cm backward) to take into account users’ unintentional movements. Once users

move the eye cursor to the intended ending point, they confirm to complete by leaving the finger

from the region’s depth, or more often by withdrawing the finger naturally. The parameters were

tested with six pilot users who confirmed their suitability.

3.2.2 Gaze-Pinch (GP). GP is also a multimodal technique that utilizes the eye-hand combination

(see Figure 1 (b)). To start a region selection, users need to gaze at the intended starting point and

perform a pinch gesture (pinch thumb and index finger together) to trigger the selection. They

need to hold the pinch gesture and then move their eye gaze to the ending point to form the region.

When the gaze reaches the ending point, they need to release the pinch gesture to confirm the

selection of the ending point, which signals the conclusion of the process.

3.2.3 Pinch-Only (PO). PO is a unimodal technique that only uses hand gestures (see Figure 1 (c)).

To perform a region selection, users need to pinch their thumb and index finger together, hold

them and navigate to form the region, and release them to confirm the region. As users normally

approach the index finger to the thumb for a pinch gesture, the thumb’s position is more stable

than the index’s. This was also validated via the pilot users. Thus, we use the thumb’s position for

the formulation of the region.

3.2.4 Eye-Only (EO). This is also a unimodal but eye-based interaction approach (see Figure 1 (d)).

Users first gaze at a corner of the intended region and blink their eyes to pin the starting point.

Then they move their eye gaze to formulate the region. Once they position the eye cursor on the

ending point, they blink again to confirm the completion of the region selection. Based on our

pilot runs, a 0.2s eye-closed time can help avoid false positives induced by subconscious eye blinks.

When designing the eye-only techniques, we also considered the Gaze+Hold technique proposed

by Gomez et al. [44], which uses the closing of one eye for gaze input. However, at the time of

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. ETRA, Article 160. Publication date: May 2023.



Exploring Gaze-assisted and Hand-based Region Selection in Augmented Reality 160:7

conducting this research, detecting eye-closing and opening events is not officially supported by

eye-tracking-enabled AR HMDs, like HoloLens 2. More importantly, not everyone can perform

wink gestures easily [30].

4 USER STUDY
In this study, we aimed to evaluate and compare the four proposed techniques via controlled

experiments. We tested their performance in the given 2D region selection task in terms of speed

and accuracy. In addition, we wanted to hear from participants about their subjective responses on

perceived workload, usability, social acceptability, and preference for using the proposed techniques

to complete the region selection tasks in AR HMDs.

4.1 Participants and Apparatus
We recruited 20 participants for this user study (5 females, 15 males). They were between 19 and 31

years old (𝑀 = 22.70, 𝑆𝐷 = 2.99). All of them were right-handed. Ten participants were near-sighted

and wore glasses during the experiment. Fourteen reported no or little prior experience with AR

HMDs. More than half reported no or little prior experience of using freehand gestures (𝑁 = 12) or

eye gaze/blinks (𝑁 = 14) for interaction.

We used a Microsoft HoloLens 2 AR HMD, which has a 43°×29° FoV, a 60Hz refresh rate, and a

2K display resolution. In addition, HoloLens 2 enables 6 degrees-of-freedom eye tracking (with 1.5°

visual angle accuracy) and hand tracking in real-time.
2
The program was developed using C# in

Unity (version 2020.3.47f1) with Mixed Reality Toolkit (MRTK, version 2.8.2) and Mixed Reality

OpenXR Plugin (version 1.5.1). Participants completed the experiments in a sitting position in a

quiet room.

4.2 Study Design and Task
We used a 4×2 within-subjects design with Techniqe (GF, GP, PO, and EO) and Difficulty

(Simple and Difficult) as the two independent variables. The task required participants to select a

rectangular region (see Figure 2). As mentioned, users formulate a region based on their intentions

in real use cases but for experimental purposes, the application would show the target region in

the AR HMD for participants to select. The target region was presented in translucent blue and

placed 0.5m away from the participants. In a Simple task, the target region was a 20°×15° or 15°×20°
rectangle (approx. 145cm×105cm, or the reverse), and was randomly placed within the headset’s

FoV. In a Difficult task, the target region was a 45°×30° or 30°×45° rectangle (approx. 330cm×215cm,

or the reverse), which was greater than the headset’s FoV. We made one corner of the target region

presented within the FoV for a Difficult task. This would ensure that the visual search process of

the starting point, which could be a confounding factor, was not part of the task. Note that we used

Difficulty but did not separate region size and region position relative to FoV as two independent

variables because users could always fit a small target that was out of vision within the FoV, and a

large target is at least partially out of vision.

We placed a “start button” at the center of the participants’ view. The button was only shown

between two trials and mainly for two purposes: (1) to allow participants to control the start of

a trial, (2) to make participants move back to the initial position after each trial, which would

guarantee a reset. Moreover, we placed this button at a 0.3m distance (closer than the target region),

set a 1s pressing time, and encouraged using their non-dominant hand for activation to avoid false

positives.

2
Please refer to https://learn.microsoft.com/en-us/HoloLens/HoloLens2-hardware for other device specifications. Accessed:

15th-Apr-2023.
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Fig. 2. Illustrations for the task (dotted lines and texts are for illustration only and were not shown to
participants). (a) A Simple task, where the target region (15°×20°) is within FoV. (b) A Difficult task, where
part of the target region (45°×30°) is out of FoV. (c) A participant completing a region selection task and a
view of the AR HMD during a trial.

Tominimize any learning effect, the order of the Techniqe conditions was counterbalanced with

a Latin-Squared design, and in each Techniqe condition, the order of the Difficulty condition

was randomized. Participants would complete ten trials in each condition, which led to a total of

1600 trials of data (=20 participants × 4 region selection techniques × 2 levels of task difficulty × 10

repetitions).

4.3 Evaluation Metrics
4.3.1 Objective Measurements. In each condition, we calculated the distance between the partici-

pants’ triggered starting point and the corner of the target region that was the closest to it (denoted

as DistanceS), and the triggered ending point to the corner that was the closest to it (denoted

as DistanceE). If the two corners in these two measurements were not diagonal, we marked this

trial as a failed trial. To better present the data collected from a 2D plane, we used the Cartesian

coordinate system to record the distance rather than the angular system. In terms of time, we

measured start time, navigation time, and total time. Start time was when the participants triggered

the start button until they triggered the starting point, indicating the time consumed to complete

the Start step. Navigation time would start counting immediately after, until they completed the

region selection for the trial, representing the time for the Form and End steps. Total time was the

sum of both as the total time spent for the region selection task in each trial.

4.3.2 Subjective Measurements. We used the raw NASA-TLX questionnaire [12], positive version

of System Usability Scale (SUS) [24], Social Acceptability Questionnaire [1], and Borg CR10 ques-

tionnaires [3] to measure perceived workload, usability, social acceptance, and exertion/fatigue

when using the techniques for AR region selection. Similar to the approach described by Lystbæk

et al. [33], we used two Borg CR10 questionnaires to measure arm and eye fatigue separately. At

the end of the experiment, we also asked participants to rank all four techniques according to their

preferences and conducted a short interview asking for their comments on the techniques.

4.4 Procedure
The experiment was divided into four phases. First, participants were asked to fill out a pre-

experiment questionnaire and were briefed about the AR HMD, its controls, tasks, experimental

conditions, and procedures in this study. Second, after signing a consent form, participants wore the

HMD and calibrated the eye tracker. Third, they went through each condition. Before the formal

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. ETRA, Article 160. Publication date: May 2023.
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trials, they were required to have a fixed 2-minute training to get familiar with the techniques.

After each Techniqe condition, they filled out the subjective questionnaires as mentioned in the

previous section. Last, they received a post-session interview about their experience and comments

after they completed the tasks in all conditions. They were not allowed to take off the HMD before

the end of the interview. The whole study lasted about 40 minutes for each participant.

4.5 Hypotheses
We tested four hypotheses (denoted by H#) in this study:

H1. GF would achieve the highest region selection accuracy but lead to a lower speed because of

the dwell time.

H2. The perceived workload to complete the task would not differ among the four techniques. As

all four techniques would apply a common region selection strategy and were expected to be

used cost- and effort-effective.

H3. Given the unimodal utilities, PO would induce the heaviest arm fatigue but lead to the least

eye fatigue, while EO would be the reverse.

H4. EO would receive the highest social acceptance among the four techniques in public places.

Gestural input may lead to lower social acceptability ratings, especially when used in front

of strangers.

5 RESULTS
5.1 Objective Measurements
In total, we identified 110 failed trials (6.88%). The reasons why participants failed to complete these

trials varied (e.g., false positives, delay due to the device, or distractions). Thus, the analyses were

based on the 1490 successful trials. We first removed outliers (51 trials, approx. 3.42% of the used

trials) from the data where any of the measurements exceeded𝑀±4𝑆𝐷 in each condition. This helps

limit the influence of tracking issues by the device and the participants’ excessive concerns about

speed or accuracy when completing the trials. All the performance measures were not normally

distributed based on the results from Shapiro-Wilk tests (𝑝 < .05) and their Q-Q plots. Therefore, we

applied Aligned-Rank Transformation [6, 60] to them before conducting two-way repeated-measure

(RM-) ANOVA tests. Effect size was reported using partial eta squared (𝜂2𝑝 ). Pairwise comparisons

were conducted with Bonferroni corrections if a significant difference was found. The performance

results are summarized in Figure 3.

5.1.1 Start Time. Results from RM-ANOVA tests revealed both Techniqe (𝐹3,1412 = 203.887, 𝑝 <

.001, 𝜂2𝑝 = .302) and Difficulty (𝐹1,1412 = 51.321, 𝑝 < .001, 𝜂2𝑝 = .035) had significant main effects

on start time. We also found a significant interaction effect between Techniqe×Difficulty
(𝐹3,1412 = 2.854, 𝑝 = .036, 𝜂2𝑝 = .006) on start time. Post-hoc tests showed that GF (𝑀 = 3.33𝑠, 𝑆𝐷 =

1.10) required a significantly longer start time compared to GP (𝑀 = 2.36𝑠, 𝑆𝐷 = 1.22), PO (𝑀 =

2.08𝑠, 𝑆𝐷 = 0.93), and EO (𝑀 = 2.20𝑠, 𝑆𝐷 = 1.02) in Simple tasks (all 𝑝 < .001). For Difficult tasks,

start time for GF (𝑀 = 4.08𝑠, 𝑆𝐷 = 1.91) was also significantly longer thanGP (𝑀 = 2.74𝑠, 𝑆𝐷 = 1.40),

PO (𝑀 = 2.23𝑠, 𝑆𝐷 = 0.89), and EO (𝑀 = 2.34𝑠, 𝑆𝐷 = 0.93) (all 𝑝 < .001). In addition, GP led to a

significantly longer start time than PO (𝑝 < .001) and EO (𝑝 = .022). Besides, participants took

significantly longer time to complete Difficult tasks than Simple tasks using GP (𝑝 < .001).

5.1.2 Navigation Time. We found a significant main effect of Techniqe (𝐹3,1412 = 13.861, 𝑝 <

.001, 𝜂2𝑝 = .029), a significant main effect of Difficulty (𝐹1,1412 = 141.558, 𝑝 < .001, 𝜂2𝑝 = .091),

and a significant interaction effect (𝐹3,1412 = 4.135, 𝑝 = .006, 𝜂2𝑝 = .009) for navigation time. For

Simple tasks, PO (𝑀 = 2.77𝑠, 𝑆𝐷 = 1.11) required a significantly shorter navigation time compared
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Fig. 3. Plots of objective measurements. (a-c) The time used to complete a region selection task: (a) start time,
(b) navigation time, (c) total time. (d-e) The distance between participants’ triggered points and their closest
corner of the target region: (d) distance for the starting points (DistanceS), (e) distance for the ending points
(DistanceE). The error bars represent standard errors. Significant differences in post-hoc tests are marked
with *, **, and ***, representing a significance level of .05, .01, and .001 (Bonferroni-adjusted), respectively.
The same scheme is used for the next figure also.

to GF (𝑀 = 3.46𝑠, 𝑆𝐷 = 2.13;𝑝 = .025) and GP (𝑀 = 3.33𝑠, 𝑆𝐷 = 1.60;𝑝 = .004); and navigation

time by using EO (𝑀 = 2.91𝑠, 𝑆𝐷 = 1.23) was shorter than GP (𝑝 = 0.025). For Difficult tasks, GF

(𝑀 = 4.47𝑠, 𝑆𝐷 = 2.37) required longer navigation time than PO (𝑀 = 3.45𝑠, 𝑆𝐷 = 1.10;𝑝 = .005)

and EO (𝑀 = 3.53𝑠, 𝑆𝐷 = 1.51;𝑝 < .001). Besides, participants took significantly longer navigation

time to complete Difficult tasks than Simple tasks regardless of the technique used (GF: 𝑝 < .001,

GP: 𝑝 = .002, PO: 𝑝 < .001, and EO: 𝑝 < .001).

5.1.3 Total Time. There was a significant main effect of Techniqe (𝐹3,1412 = 127.017, 𝑝 <

.001, 𝜂2𝑝 = .213), a significant main effect of Difficulty (𝐹1,1412 = 151.799, 𝑝 < .001, 𝜂2𝑝 = .097),

and a significant interaction effect (𝐹3,1412 = 5.075, 𝑝 = .002, 𝜂2𝑝 = .011) for total time. For Simple

tasks, GF (𝑀 = 6.78𝑠, 𝑆𝐷 = 2.56) led to a significantly longer total completion time compared to GP

(𝑀 = 5.68𝑠, 𝑆𝐷 = 2.26), PO (𝑀 = 4.85𝑠, 𝑆𝐷 = 1.85), and EO (𝑀 = 5.11𝑠, 𝑆𝐷 = 1.94) (all 𝑝 < .001). On

the other hand, GP required a longer time than PO (𝑝 < .001) and EO (𝑝 = .013). Difficult tasks

had similar results. GF (𝑀 = 8.54𝑠, 𝑆𝐷 = 3.28) led to a significantly longer total completion time

compared to GP (𝑀 = 6.41𝑠, 𝑆𝐷 = 2.25𝑠), PO (𝑀 = 5.68𝑠, 𝑆𝐷 = 1.73), and EO (𝑀 = 5.86𝑠, 𝑆𝐷 = 2.09)

(all 𝑝 < .001) in Difficult tasks. In addition, GP required a longer time than PO (𝑝 < .001) and

EO (𝑝 = .011). Same as navigation time, participants took significantly longer navigation time to

complete Difficult tasks than Simple tasks regardless of the used techniques (𝑝 < .001 for all four

techniques).

5.1.4 DistanceS. Results from RM-ANOVA tests revealed both Techniqe (𝐹3,1412 = 142.05, 𝑝 <

.001, 𝜂2𝑝 = .232) and Difficulty (𝐹1,1412 = 54.625, 𝑝 < .001, 𝜂2𝑝 = .037) had significant main effects

on DistanceS and revealed a significant interaction effect (𝐹3,1412 = 5.871, 𝑝 < .001, 𝜂2𝑝 = .012).
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For Simple tasks, PO (𝑀 = 1.06𝑐𝑚, 𝑆𝐷 = 0.55) had a significantly longer DistanceS compared to

GF (𝑀 = 0.40𝑐𝑚, 𝑆𝐷 = 0.21), GP (𝑀 = 0.60𝑐𝑚, 𝑆𝐷 = 0.56), and EO (𝑀 = 0.64𝑐𝑚, 𝑆𝐷 = 0.70) (all

𝑝 < .001). In addition, GP and EO both had a significantly longer DistanceS than GF (𝑝 = .032 and

𝑝 = .014). For Difficult tasks, PO (𝑀 = 1.59𝑐𝑚, 𝑆𝐷 = 1.41) had a significantly longer DistanceS

compared to GF (𝑀 = 0.48𝑐𝑚, 𝑆𝐷 = 0.29), GP (𝑀 = 0.83𝑐𝑚, 𝑆𝐷 = 0.84), and EO (𝑀 = 0.69𝑐𝑚, 𝑆𝐷 =

0.72) (all 𝑝 < .001). And GP also had a significantly longer DistanceS than GF (𝑝 < .001). We

also found a significantly longer DistanceS in Difficult tasks than in Simple tasks when using GP

(𝑝 = .003).

5.1.5 DistanceE. There was a significant main effect of Techniqe (𝐹3,1412 = 39.819, 𝑝 < .001, 𝜂2𝑝 =

.078), a significant main effect of Difficulty (𝐹1,1412 = 36.357, 𝑝 < .001, 𝜂2𝑝 = .025), and a significant

interaction effect (𝐹3,1412 = 3.578, 𝑝 = .013, 𝜂2𝑝 = .008) for DistanceE. For Simple tasks, GF (𝑀 =

1.26𝑐𝑚, 𝑆𝐷 = 1.20) led to a significantly longer DistanceE thanGP (𝑀 = 0.86𝑐𝑚, 𝑆𝐷 = 0.78;𝑝 = .003),

PO (𝑀 = 0.67𝑐𝑚, 𝑆𝐷 = 0.50;𝑝 < .001), and EO (𝑀 = 0.63𝑐𝑚, 𝑆𝐷 = 0.49;𝑝 < .001). In addition, GP

had a longer DistanceE than EO (𝑝 = 0.049). For Difficult tasks, GF (𝑀 = 1.96𝑐𝑚, 𝑆𝐷 = 2.37) led to

a significantly longer DistanceE than GP (𝑀 = 1.17𝑐𝑚, 𝑆𝐷 = 1.34;𝑝 = .001), PO (𝑀 = 0.77𝑐𝑚, 𝑆𝐷 =

0.67;𝑝 < .001), and EO (𝑀 = 0.83𝑐𝑚, 𝑆𝐷 = 0.66;𝑝 < .001). Compared between the difficulties,

DistanceE in Difficult tasks was longer than Simple tasks for EO (𝑝 = .026).

5.2 Subjective Measurements
We applied non-parametric Friedman tests to NASA-TLX scores, SUS scores, and two types of Borg

CR10 scores, and reported the effect sizes whenever feasible (Kendall’s𝑊 ). Cochran’s Q test was

applied to social acceptance rates due to its binary responses. Pairwise comparisons were also

conducted with Bonferroni corrections. We mainly report results with significant differences here.

Please refer to our supplementary materials for detailed reports.

5.2.1 NASA-TLX Workload. The results of NASA-TLX scores are summarized in Figure 4 (a).

Friedman tests revealed significant main effects for NASA-TLX scores in Mental workload (𝜒2
3
=

8.93, 𝑝 = .030,𝑊 = .149) and Physical workload (𝜒2
3
= 7.95, 𝑝 = .047,𝑊 = .132). However, no

significant differences were found in pairwise comparisons.

5.2.2 Overall Usability. Our analysis revealed significant main effects in SUS scores (𝜒2
3
= 17.3, 𝑝 <

.001,𝑊 = .289). Post-hoc analyses showed PO (𝑀𝑑𝑛 = 71.2) received significantly higher SUS

scores than GF (𝑀𝑑𝑛 = 52.5;𝑝 = .023) and GP (𝑀𝑑𝑛 = 56.2;𝑝 = .014), as shown in Figure 4 (b).

5.2.3 Arm and Eye Exertion/Fatigue. Figure 4 (c-d) show the results of Borg CR 10 scores for arm and

eye fatigue, respectively. We found a significant main effect in arm fatigue (𝜒2
3
= 34.1, 𝑝 < .001,𝑊 =

.568) and a significant main effect in eye fatigue (𝜒2
3
= 12.3, 𝑝 = .006,𝑊 = .206). EO did not induce

arm fatigue and thus led to significantly lower perceived arm fatigue than GF (𝑀𝑑𝑛 = 3;𝑝 = .001),

GP (𝑀𝑑𝑛 = 3; 𝑝 = .001), and PO (𝑀𝑑𝑛 = 3; 𝑝 = .002). On the other hand, in terms of eye fatigue,

PO (𝑀𝑑𝑛 = 1) induced significantly lower eye fatigue than GP (𝑀𝑑𝑛 = 2.5;𝑝 = .018) and EO

(𝑀𝑑𝑛 = 3;𝑝 = .049).

5.2.4 Social Acceptance. Overall, PO and EO were considered more acceptable than GF and GP in

public locations or in front of strangers. In terms of locations, Cochran’s Q tests showed significant

main effects of Techniqe in acceptance rate on a sidewalk (𝜒2
3
= 14.9, 𝑝 = .002), pub/café

(𝜒2
3
= 21.7, 𝑝 < .001), shop (𝜒2

3
= 18.8, 𝑝 < .001), museum (𝜒2

3
= 12.7, 𝑝 = .005), train/bus

(𝜒2
3
= 17.5, 𝑝 < .001), and workplace (𝜒2

3
= 9.43, 𝑝 = .024). In terms of audiences, Cochran’s

Q tests showed significant main effects of Techniqe on acceptance rate in front of colleagues
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Fig. 4. Plots of subjective measurements. (a) NASA-TLX scores, (b) SUS scores, (c-d) Borg CR10 scores for
(c) arm, and (d) eye exertion/fatigue. (e-f) Social acceptance rates in percentage for (e) locations, and (f)
audiences. (g) Users’ rankings of the four proposed techniques in terms of their overall preference.

(𝜒2
3
= 12.7, 𝑝 = .005) and strangers (𝜒2

3
= 21.4, 𝑝 < .001). Figure 4 (e-f) summarize the acceptance

rates in percentage and the significant results from the post-hoc McNemar tests.

5.2.5 Ranking. Figure 4 (g) shows the users’ rankings of the techniques based on their prefer-

ences. There was a tendency towards favoring the unimodal techniques, with PO slightly more

favorable than EO (in Rank#2). In contrast, the multimodal techniques—GF and GP, were not

preferred. Considering the first and the second places, the preference of the techniques was PO (15

participants, 75%) > EO (12 participants, 60%) > GP (7 participants, 35%) > GF (6 participants, 30%).

Participants’ comments on the techniques are presented and discussed in the Discussion section as

complementary insights to the above results.
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6 DISCUSSION
6.1 Technique Evaluation
We found the two unimodal techniques (PO and EO) were faster than the twomultimodal techniques

(GF and GP) in the region selection tasks. GF had a significantly longer start time mainly because of

its 0.8s eye fixation time for activation. On the other hand, it benefited to make the selection of the

starting point more accurate (see Figure 3 (d)). The hand-based technique PO led to a significantly

larger distance between the starting points than the other three techniques. During the trials, we

observed that almost all participants had a preference for selecting the target region from the

left-top corner to the right-bottom corner of the rectangular region (though we did not ask them

to). Even if the left-top corner was not the closest one to the eye cursor or hand or was even out of

vision in a Difficult task, participants still preferred to complete the task this way. PO required the

pinch gesture to reach the location, which can be more error-prone for a distant starting point. For

GP and EO, they used an eye cursor to locate the starting point, which was less affected. While

for GF, the dwell-based alignment technique helped to improve accuracy, which supported H1.
We found the multimodal techniques had a longer navigation time as well. This may be due to the

lost hand tracking issue from the HMD. Based on our observation and participants’ comments,

they tended to perform the gesture in a lower but comfortable position but had to raise their hands

to recover the tracking. This issue not only increased the navigation time but also left a longer

distance between ending points (as the eyes involuntarily coordinated with the moving hand).

We did not find significant differences in the perceived workload of using the four techniques

to complete the tasks; thus, H2 was confirmed. As all four techniques used the same strategy

for completion and a region selection task is common and fundamental in daily interaction with

interactive systems, the workloads did not vary. H3 was refuted—the results did not reveal any

significant differences in perceived arm fatigue between PO and GF or between PO and GP, though

we expected the multimodal techniques could help reduce arm fatigue to some extent. The reason

can be twofold: (1) participants had to raise their hands to ensure the hand gestures were detected by

the AR HMDwhen using GF and GP, and (2) a longer total time spent with GF and GP also increased

fatigue. We hypothesize that if GF and GP could be captured by the HMD from a wider space in

the future and users could thus perform the gestures in a more comfortable way, the perceived arm

fatigue of using them would decrease. On the other hand, we found the perceived eye fatigue for EO

was only significantly higher than PO but not GF and GP. This means the eye-based interactions

for region selection would not bring extra eye fatigue compared to multimodal techniques with

eye and hand.

For the social acceptability of the techniques, EO was more acceptable in public places and in

front of strangers, which supportedH4. EO is based on non-observable, hidden eye interaction, but

all the other three involve explicit gestural interaction visible to others around the users, which can

be more sensitive and uncomfortable to perform in public places. We found that PO’s acceptance

rates were higher than GF and GP. One possible reason is that PO involves continuous movements,

which are more expressive and probably more understandable by other people. In contrast, hand

gestures in GF and GP are for discrete input, which can be sudden, especially GF, as users may not

want to point to someone in public places (something very impolite to do in many cultures).

The results from users’ preferences are in line with the SUS scores. Participants preferred the

unimodal techniques and thought they were more useful than the multimodal techniques. In the

interviews, participants felt the two unimodal techniques were “intuitive”, and “similar to the existing
region selection operations”. P7 commented “I feel the Gaze-Finger and Gaze-Pinch are complex to use,
the other two are more straightforward for region selection”.
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6.2 Design Recommendations
Our findings allow us to distill three design recommendations (DR#) for choosing or designing AR

region selection techniques.

DR1 When users’ hands are available, a PO type technique is a suitable choice given that it is fast

and preferred by participants. It can also be easily integrated with the workflow of other

interaction processes.

DR2 When users’ hands are not available, an EO type technique can be used. It allows fast and

accurate selection without additional effort. It is also suitable when the AR HMD is used in a

public place.

DR3 If an accurate starting point is essential, a GF technique type is a suitable choice but designers

may need to consider improving how the selection ends.

6.3 Limitations and Future Work
We have identified the following limitations in this work which can serve as future research

directions. First, the task we used was not perfectly controlled since the target region was generated

randomly to avoid learning effects. More controlled studies could be conducted in the future to

explore different tasks. Second, the study results were affected by the technique specifications.

Though we conducted pilot trials to estimate the parameters, there is still space to optimize them

and improve their usability. Last, as this work represents the first explorations of the topic, we only

proposed and evaluated four interaction techniques. We plan to explore more possibilities in the

future and evaluate their performance and user experience, especially when they are integrated into

the workflow of other complex tasks (e.g., selection and interacting with groups of objects [48, 64].

We also plan to adapt the proposed techniques to region selection with other regular/non-regular

or free-form shapes and extend the current region selection task with fine-grained processes.

7 EXAMPLE APPLICATIONS
In this section, we show two mock-up AR application scenarios based on our findings. The first

application demonstrates a use case for retrieving information to check the main categories of

books stacked on bookshelves in a library (see Figure 5 (a)). Selecting a region that contains the

bookshelves in view, they can view information returned from a search. In this case, because the

users have their hands occupied carrying some books or other personal belongings, they can be

provided with the EO like technique (DR2) and perform the region selection without using their

hands. The second scenario shows selecting a region as an image to be shared (see Figure 5 (b)). In

this scenario, the user selects the region of interest to make an image for the newly brought item

and shares the captured image with friends via a social media app. Given that the user’s hands are

available, she is given the PO type technique (DR1) and uses it to select the region. This scenario

shows a good use for such PO technique given the continuous interaction flow and its integration

with another related, follow-up task.

8 CONCLUSION
Region selection has broad use scenarios in Augmented Reality (AR) Head-Mounted Displays

(HMDs). However, limited research has explored this topic to design and evaluate suitable techniques

for the 2D region selection tasks. In this research, we proposed four techniques, including hand-

based (Pinch-Only), eye-based (Eye-Only), and two multimodal techniques that leveraged the

combined use of the hand and eye (Gaze-Finger and Gaze-Pinch). They were evaluated in a user

study with region selection tasks with two levels of difficulties. Our results showed that the

two unimodal techniques outperformed the multimodal techniques. Our results also led to three
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Fig. 5. Two example application scenarios with region selection via an AR HMD. (a) Information retrieval for
the book categories in a library. (b) Capturing an interesting part of a user’s view and sending the captured
part to another application.

recommendations for the choice and design of region selection techniques in AR HMDs. This work

serves as an initial exploration of techniques for 2D region selection tasks in AR HMDs and can

help frame future work.
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